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 Background

 Single machine scheduling problem

o Determine the sequence of 𝑛 jobs to optimize a given performance measure 

1. Introduction

𝑛 jobs (with a single operation)

Machine⋯

• Pure sequencing problem (Ordering of the jobs)

 Total number of distinct solutions = 𝑛! (Permutation schedule)

o Assumptions for basic single machine scheduling problem

• Zero ready times (Static) ↔ Nonzero ready times (Dynamic)

• Sequence-independent setup times ↔ Sequence-dependent setup times

• Deterministic job descriptors (processing times, due dates, etc.) ↔ Stochastic job descriptors

• No preemption ↔ Preemption
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 System description

 Single machine scheduling problem with release dates (1 |  𝑟𝑗 | σ𝐶𝑗)

2. System and Problem Descriptions

o Dynamic job arrivals: deterministic job release time

o Complexity: NP-hard

o Non-delay dispatching of SPT (Shortest Processing Time)

𝑛 jobs (with a single operation)

Machine⋯

Urgent 

orders

Dynamic job arrivals

• Heuristic (Optimal when release and processing times are agreeable)

 𝑟[1] ≤ 𝑟 2 ≤ ⋯ ≤ 𝑟 𝑛 and 𝑝[1] ≤ 𝑝 2 ≤ ⋯ ≤ 𝑝 𝑛
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 Problem description

 Decision variable

o Start time of each job on single machine

 Objective function

o Minimizing the total completion time

 Assumptions

o All data deterministic and given in advance

o Sequence-independent setup times

o Negligible transportation times

o Sufficient finite buffer capacity

o No machine breakdowns

2. System and Problem Descriptions
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 Constructive heuristics

 HC heuristic

3. Solution Algorithms

o A necessary and sufficient condition for local optimality

o This condition is based on the priority function 𝑃𝑅𝑇𝐹 𝑗, Δ = max Δ, 𝑟𝑗 + 𝑝𝑗

Theorem 1 (Chu [10]). Given 𝑗 and 𝑘 which have to be scheduled after time Δ, we have 𝐶𝑗𝑘 ≤ 𝐶𝑘𝑗
if and only if 𝑃𝑅𝑇𝐹 𝑗, Δ ≤ 𝑃𝑅𝑇𝐹 𝑘, Δ . (local optimality condition)

Remark 1. The function 𝑃𝑅𝑇𝐹 𝑗, Δ is a combination of the FIFO and SPT priority rules.

Remark 2. If 𝑟𝑗 = 0 ∀𝑗, the necessary and sufficient condition becomes 𝑝𝑗 ≤ 𝑝𝑖 . (SPT rule)

Remark 3. If 𝑝𝑗 = 𝐷 (𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡) ∀𝑗, the necessary and sufficient condition becomes 𝑟𝑗(Δ) ≤ 𝑟𝑖(Δ). (FIFO rule)
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 Constructive heuristics

 HC heuristic

3. Solution Algorithms

Step 1. 𝜎 = ∅, 𝐽 = 𝐽, Δ = 0.

Step 2. Arrange the jobs 𝑗 ∈ 𝐽 in non-decreasing order of 𝑃𝑅𝑇𝐹(𝑗, Δ). 

Let 𝛱 = (𝜋 1 , 𝜋 2 ,⋯ , 𝜋 𝑛 ) denotes the resulting sequence.

Step 3. 𝜎 = (𝜋 1 , 𝜋 2 ), and 𝐽 = 𝐽\{𝜋 1 , 𝜋 2 }.

Step 4. Δ = 𝐶𝜎, Update 𝑃𝑅𝑇𝐹(𝑗, Δ) for all jobs 𝑗 ∈ 𝐽.

Step 5. Find the job 𝑗∗ having the minimum 𝑃𝑅𝑇𝐹(𝑗∗, Δ) value. Set 𝐽 = 𝐽\{𝑗∗}.

Step 6. Select the job 𝑗∗ and insert it in ( 𝜎 + 1) possible positions of 𝜎. (NEH procedure)

Step 7. If 𝐽 = ∅ Then stop Else go to Step 4.

o 𝜎: partial sequence of the scheduled jobs

o 𝐽: set of un scheduled jobs

o 𝐶𝜎: completion time of 𝜎

𝐽1 𝐽2

𝑃𝑅𝑇𝐹(𝑗, Δ)
Select 

the first two jobs

𝐽2 𝐽3

𝐽3 𝐽2

Find minimum 

total flow time

𝐽3 𝐽4

𝐽2 𝐽3 𝐽4 𝐽1

𝐽2 𝐽3 𝐽4 𝐽1

𝐽1 𝐽4

𝑃𝑅𝑇𝐹(𝑗, Δ) on 

the remaining jobs

𝐽1 𝐽3 𝐽2

𝐽3 𝐽1 𝐽2

𝐽3 𝐽2 𝐽1

Find minimum 

total flow time

𝑗∗
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 Constructive heuristics

 HCP heuristic

3. Solution Algorithms

o Perturbation-based algorithm – instance perturbation

• When a local optimum is reached, the instance data are marginally perturbed

• The resulting new local optimum is than translated back into the original data

 The HCP heuristic consists of randomly perturbing 𝑟𝑗 and 𝑝𝑗 as follows: 

𝑟𝑗
′ ∈ 𝑈[𝑟𝑗 , 𝑟𝑗 +

𝐴 × 𝑟𝑗

100
], 𝑝𝑗

′ ∈ 𝑈[𝑝𝑗 , 𝑝𝑗 +
𝐵 × 𝑝𝑗

100
]

 Apply the HC heuristic on perturbed data and let 𝑆 be the obtained sequence

 Compute the total completion time on the original data
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 Constructive heuristics

 HCP heuristic

3. Solution Algorithms

Step 1. Initialization

Construct a solution by means of the HC heuristic. Let 𝐶∗ be the resulting total completion time

Step 2. Main loop 

for 𝐴 ∈ {3,4,5,6,7,8} do

for 𝐵 ∈ {3,4,5,6,7,8} do

Generate the 𝑟𝑗
′ and 𝑝𝑗

′ values.

Apply the HC heuristic on perturbed data and let 𝑆 be the obtained sequence.

Compute the total completion time σ𝐶𝑗(𝑆) on the original data.

Update 𝐶∗ = min(𝐶∗, σ 𝐶𝑗(𝑆)).

end for

end for
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 Local search methods

 Embedding a local search algorithm within the HC heuristics (HCLS1 and HCLS2 algorithms)

3. Solution Algorithms

o The goal is to improve the current solution by using a set of successive operations 

• Let 𝜎 be a partial solution and 𝑉[𝜎] its neighborhood

 𝑉[𝜎] = {𝜋/∃𝑖, 𝑗 ∈ 𝜎 such that 𝜎 = 𝜎1𝑖𝜎2𝑗𝜎3 and 𝜋 = 𝜎1𝑗𝜎2𝑖𝜎3}

 𝑺𝒘𝒂𝒑(𝜎, 𝑖, 𝑗) operator: Swapping jobs in positions 𝑖 and 𝑗 in 𝜎

Local Search Procedure(𝝈, 𝒌)

Input: Current solution 𝜎 and a number of iterations 𝑘.

while (𝑘 iterations have not been performed) do

Randomly select two positions 𝑖 and 𝑗 (𝑖 ≠ 𝑗).

𝜎′ = 𝑺𝒘𝒂𝒑(𝜎, 𝑖, 𝑗).

if σ𝐶𝑗(𝜎
′) < 𝐶𝑗(𝜎) then

𝜎 = 𝜎′;

end if

end while



𝐽1 𝐽2 𝐽3
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 Local search methods

 HCLS1 algorithm

3. Solution Algorithms

o The goal is to improve the current solution by using a set of successive operations 

Step 1. 𝜎 = ∅, 𝐽 = 𝐽, Δ = 0.

Step 2. Arrange the jobs 𝑗 ∈ 𝐽 in non-decreasing order of 𝑃𝑅𝑇𝐹(𝑗, Δ). 

Let 𝛱 = (𝜋 1 , 𝜋 2 ,⋯ , 𝜋 𝑛 ) denotes the resulting sequence.

Step 3. 𝜎 = (𝜋 1 , 𝜋 2 ), and 𝐽 = 𝐽\{𝜋 1 , 𝜋 2 }.

Step 4. Δ = 𝐶𝜎, Update 𝑃𝑅𝑇𝐹(𝑗, Δ) for all jobs 𝑗 ∈ 𝐽.

Step 5. Find the job 𝑗∗ having the minimum 𝑃𝑅𝑇𝐹(𝑗∗, Δ) value. Set 𝐽 = 𝐽\{𝑗∗}.

Step 6. Select the job 𝑗∗ and insert it in ( 𝜎 + 1) possible positions of 𝜎. (NEH procedure)

Step 7. Local Search Procedure (𝜎, 𝜎 )

Step 8. If 𝐽 = ∅ Then stop Else go to Step 4.
𝐽1 𝐽3 𝐽2

𝐽3 𝐽1 𝐽2

𝐽3 𝐽2 𝐽1

Find minimum 

total flow time

𝐽2 𝐽3 𝐽1

𝜎 𝐽1 𝐽2 𝐽3

⋯𝜎′

σ𝐶𝑗(𝜎
′) > 𝐶𝑗(𝜎)

σ𝐶𝑗(𝜎
′) < 𝐶𝑗(𝜎)

σ𝐶𝑗(𝜎
′) > 𝐶𝑗(𝜎)
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 Local search methods

 HCLS2 algorithm

3. Solution Algorithms

o The goal is to improve the current solution by using a set of successive operations 

Step 1. 𝜎 = ∅, 𝐽 = 𝐽, Δ = 0.

Step 2. Arrange the jobs 𝑗 ∈ 𝐽 in non-decreasing order of 𝑃𝑅𝑇𝐹(𝑗, Δ). 

Let 𝛱 = (𝜋 1 , 𝜋 2 ,⋯ , 𝜋 𝑛 ) denotes the resulting sequence.

Step 3. 𝜎 = (𝜋 1 , 𝜋 2 ), and 𝐽 = 𝐽\{𝜋 1 , 𝜋 2 }.

Step 4. Δ = 𝐶𝜎, Update 𝑃𝑅𝑇𝐹(𝑗, Δ) for all jobs 𝑗 ∈ 𝐽.

Step 5. Find the job 𝑗∗ having the minimum 𝑃𝑅𝑇𝐹(𝑗∗, Δ) value. Set 𝐽 = 𝐽\{𝑗∗}.

Step 6. Select the job 𝑗∗ and insert it in ( 𝜎 + 1) possible positions of 𝜎. (NEH procedure)

Step 6.1. Local Search Procedure (𝜎, 𝜎 )

Step 7. If 𝐽 = ∅ Then stop Else go to Step 4.
𝐽1 𝐽3 𝐽2

𝐽3 𝐽1 𝐽2

𝐽3 𝐽2 𝐽1

𝐽1 𝐽2 𝐽3

𝐽2 𝐽3 𝐽1

𝐽1 𝐽2 𝐽3

⋯𝜎′

σ𝐶𝑗(𝜎
′) > 𝐶𝑗(𝜎)

σ𝐶𝑗(𝜎
′) < 𝐶𝑗(𝜎)

σ𝐶𝑗(𝜎
′) > 𝐶𝑗(𝜎)

⋮

For each partial sequence 𝜎 with job 𝑗∗ inserted in

a given position, apply Local Search Procedure(𝜎, 𝜎 )
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 Genetic local search (GLS) algorithm

 A genetic algorithm and a local search in order to explore the solution space for good solutions

3. Solution Algorithms

Selection

Crossover

Mutation

Local search

Improvement of 

the population

To improve generated offsprings
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 Genetic local search (GLS) algorithm

 Solution representation

3. Solution Algorithms

𝐽4 𝐽6 𝐽1

o An example of solution representation with six jobs

𝐽5 𝐽2 𝐽3

• A job sequence vector 𝑱 = 𝑗[1], 𝑗[2], … , 𝑗[𝑛] , where 𝑗[𝑖] denotes the index of the job in the 𝑖th position

 Generate an initial population 

𝐽4 𝐽6 𝐽1

o An initial population consists in 𝑀 solutions

𝐽5 𝐽2 𝐽3

• 𝑀 − 1 chromosomes are generated randomly while a single chromosome is generated using the HC heuristic

𝐽1 𝐽2 𝐽6 𝐽3 𝐽5 𝐽4

𝐽5 𝐽2 𝐽3 𝐽4 𝐽1 𝐽6

⋮ 𝑀 − 1 (Random generation)

HC heuristic
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 Genetic local search (GLS) algorithm

 Selection

3. Solution Algorithms

o To generate a new population for the next generation

• Binary tournament selection strategy, which selects an individual from a population based on their fitness value 

𝐽4 𝐽6 𝐽1 𝐽5 𝐽2 𝐽3

𝐽1 𝐽2 𝐽6 𝐽3 𝐽5 𝐽4

𝐽5 𝐽2 𝐽3 𝐽4 𝐽1 𝐽6

⋮

𝑀 chromosomes

𝐽4 𝐽6 𝐽1 𝐽5 𝐽2 𝐽3

𝐽1 𝐽2 𝐽6 𝐽3 𝐽5 𝐽4

Randomly select 

two chromosomes

𝐽1 𝐽2 𝐽6 𝐽3 𝐽5 𝐽4

Choose the best one
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 Genetic local search (GLS) algorithm

 Crossover

3. Solution Algorithms

o Two good individuals are combined into the new individuals to preserve good information

• Two-point crossover operators (C1 and C2) and Three-point crossover operator (C3)

• Three crossover operators are available in the GLS algorithm but only one is selected at each time

𝐽1 𝐽2 𝐽6 𝐽3 𝐽5 𝐽4Parent 1

𝐽1 𝐽2 𝐽3 𝐽5 𝐽6 𝐽4Offspring

𝐽4 𝐽3 𝐽5 𝐽2 𝐽1 𝐽6Parent 2

𝐽1 𝐽2 𝐽6 𝐽3 𝐽5 𝐽4Parent 1

𝐽4 𝐽2 𝐽6 𝐽3 𝐽5 𝐽1Offspring

𝐽4 𝐽3 𝐽5 𝐽2 𝐽1 𝐽6Parent 2

𝐽1 𝐽2 𝐽6 𝐽3 𝐽5 𝐽4Parent 1

𝐽3 𝐽2 𝐽6 𝐽5 𝐽1 𝐽4Offspring

𝐽4 𝐽3 𝐽5 𝐽2 𝐽1 𝐽6Parent 2

 The choice of one is done according to probabilities: 𝑃𝐶1 = 𝑃𝐶2 = 0.3 and 𝑃𝐶3 = 0.4

∨ ∨ ∨ ∨ ∨ ∨ ∨

Two-point crossover operator C1 Two-point crossover operator C2 Three-point crossover operator C3 
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 Genetic local search (GLS) algorithm

 Mutation

3. Solution Algorithms

o The opportunity to escape from trapping the local optima and to increase diversity in the population

𝐽1 𝐽2 𝐽6 𝐽3 𝐽5 𝐽4Offspring

𝐽1 𝐽5 𝐽3 𝐽5 𝐽2 𝐽4
Mutated 

offspring

• Exchange mutation operator (Mu1) and Insertion mutation operator (Mu2)

• Two mutation operators are available in the GLS algorithm but only one is selected at each time

 The choice of one is done according to probabilities: 𝑃𝑀𝑢1 = 𝑃𝑀𝑢2 = 0.5

Exchange mutation operator Mu1 Insertion mutation operator Mu2 

𝐽1 𝐽2 𝐽6 𝐽3 𝐽5 𝐽4Offspring

𝐽2 𝐽6 𝐽3 𝐽5 𝐽1 𝐽4
Mutated 

offspring
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 Genetic local search (GLS) algorithm

 Local search procedure

3. Solution Algorithms

o The local search is done to enhance the intensification process in the genetic algorithm

• Two local search algorithm can be applied but only one is selected at each time

 The choice of one is done according to probabilities: 𝑃𝐿𝑆1 = 𝑃𝐿𝑆2 = 0.5
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 Genetic recovering beam search algorithm

 Branch and bound (B&B) algorithm 

3. Solution Algorithms

o Enumeration technique that gives the optimal solutions for various combinatorial optimization problems

• Divide and conquer

 Break the problem into a series of smaller problems that are easier

 Solve the smaller problems

 Put the information together again to solve the original problem

• Branching

 Full enumeration of all possible solutions (Enumeration tree)

• Bounding

 Pruning by infeasibility

 Pruning by optimality

 Pruning by bound

 Tight lower and upper bounds are a key for efficient B&B algorithms

 How to choose between a fast weak bound and a time-consuming stronger bound? 

Upper bound

Lower bound

𝑍∗
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 Genetic recovering beam search algorithm

 Beam search (BS) algorithm 

3. Solution Algorithms

o Truncated branch and bound algorithm

• Powerfulness of the branching scheme of a B&B algorithm and heuristic evaluations to prune some branches

• Only the most promising 𝑤 nodes are retained for further branching at each level of the search tree (𝑤 : Beam width)

 The remaining nodes are discarded and backtracking is not allowed

 The performance and effectiveness of BS algorithm greatly depends on the node evaluation process 

𝐽 = 1, 2, 3, 4 , 𝑤 = 2

1 2 3 4

1 3 4 1 2 3

3 4 3 1 3 1 2

(2,1,3,4) (2,4,1,3) (4,2,1,3) (4,3,1,2)

1

Level 0

Level 1

Level 2

Level 3

Beam width (𝑤)

Beam depth (𝑦)
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 Genetic recovering beam search algorithm

 Beam search (BS) algorithm 

3. Solution Algorithms

o Truncated branch and bound algorithm

• Two different types of node evaluation functions have been used in beam search algorithm

 Priority evaluation function (= Local evaluation function)

 Calculate an urgency rating for the job added to the current partial schedule 

 A local view because of only considering the next decision to be made (Dispatching heuristic)

 Total cost evaluation function (= Global evaluation function)

 Calculate an estimate of the minimum total cost of the best solution that can be reached from the current node

 A global view because of considering from current partial schedule to a complete schedule (Primal bound)
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 Genetic recovering beam search algorithm

 Filtered Beam search (FBS) algorithm 

3. Solution Algorithms

o A filter is applied to heuristically prune some non-interesting nodes at each level of search tree

• All nodes generated from a parent node are evaluated crudely by filtering procedure (local evaluation function)

• Leaving filtered nodes 𝑢 (filter width) for further accurate evaluation by global evaluation function

1 3

3

Level 0

Level 1

Level 2

Level 3

2

4

1

4

2

Beam nodes

Nodes pruned by local evaluation function

Nodes left for global evaluation function

But pruned by global evaluation function

𝑤 = 𝑢 = 2

31 31

3 1

(2,4,1,3) (4,2,3,1)
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 Genetic recovering beam search algorithm

 Recovering Beam search (RBS) algorithm 

3. Solution Algorithms

o BS and FBS algorithms cannot recover from wrong decisions

• If a node leading to the optimal solution is fathomed, there is no way to reach that afterwards that solution

• Main differences between the FBS and the RBS algorithms are:

1. Filtering procedure  is no longer calculated by evaluation function but using  a specific dominance properties 

 No value to assign to the filter width, only the nodes satisfying the dominance properties

2. Global evaluation uses both lower and upper bounds

 Each node is evaluated by the function 𝑉 = 1 − 𝛼 ∙ 𝐿𝐵 + 𝛼 ∙ 𝑈𝐵 (0 ≤ 𝛼 ≤ 1)

3. Recovering procedure is used to recover the previous incorrect decisions

 Local search is applied on the current partial solution
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 Genetic recovering beam search algorithm

 Recovering Beam search (RBS) algorithm 

3. Solution Algorithms

o BS and FBS algorithms cannot recover from wrong decisions

• Filtering procedure: Specific dominance properties

Property 1. (Chu [11]). Given a branch 𝜎 and a pair of jobs 𝑖, 𝑗 ∉ 𝜎, if 𝑟𝑖 𝜎 ≤ 𝑟𝑗(𝜎) and 

𝑟𝑖 𝜎 + 𝑝𝑖 ≤ 𝑟𝑗 𝜎 + 𝑝𝑗 with at least one strict inequality, then the value of the SRPT lower 

bound for branch 𝜎𝑖 is never superior to the value of the SRPT lower bound for branch 𝜎𝑗.

𝜎 = {4}

𝜎2 = 11, 𝜎3 = 15

𝜎3 is dominated by 𝜎2

 The filter is based on a pseudo-dominance 

condition which means that nodes leading to 

optimal solutions can be discarded
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 Genetic recovering beam search algorithm

 Recovering Beam search (RBS) algorithm 

3. Solution Algorithms

o BS and FBS algorithms cannot recover from wrong decisions

• Node evaluation: Both lower and upper bounds (Global evaluation)

 Each node is evaluated by the function 𝑉 = 1 − 𝛼 ∙ 𝐿𝐵 + 𝛼 ∙ 𝑈𝐵 (0 ≤ 𝛼 ≤ 1)

 UB: 𝑃𝑅𝑇𝐹 𝑗, Δ = max Δ, 𝑟𝑗 + 𝑝𝑗

 LB: SRPT (Shortest Remaining Processing Time) rule – Valid lower bound 

𝑄 = [ 2,4,1 , 4,2,3 ]

Select the lowest value of function 𝑉
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 Genetic recovering beam search algorithm

 Recovering Beam search (RBS) algorithm 

3. Solution Algorithms

o BS and FBS algorithms cannot recover from wrong decisions

• Recovering procedure: Local search procedure 

 Each node is evaluated by the function 𝑉 = 1 − 𝛼 ∙ 𝐿𝐵 + 𝛼 ∙ 𝑈𝐵 (0 ≤ 𝛼 ≤ 1)

 UB: 𝑃𝑅𝑇𝐹 𝑗, Δ = max Δ, 𝑟𝑗 + 𝑝𝑗

 LB: SRPT (Shortest Remaining Processing Time) rule – Valid lower bound 

𝑄 = [ 2,4,1 , 4,2,3 ]

For all 𝜎 ∈ 𝑄, apply a local search on 𝜎 and let 𝜎′

be the obtained partial solution that dominates 𝜎
having the same level of the search tree

𝜎 = 2,4,1 → 𝜎′ = 2,4,3
𝜎 = 4,2,3 → 𝜎′ = 4,2,1
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 Genetic recovering beam search algorithm

 Genetic Recovering Beam search (GRBS) algorithm 

3. Solution Algorithms

o High capability of the RBS algorithm and the effectiveness of the GLS algorithm to compute good local optimum

• RBS algorithm is ran up to nodes of a given level 𝑦 (beam depth) are obtained

• On all the 𝑤 retained nodes at this level, the GLS algorithm is applied to heuristically explore the sub-problems  

 Filtering procedure can fathom the nodes leading to an optimal solution

 Filtering procedure also fathom the nodes that may lead the GLS algorithm to compute good solutions

 Filtering procedure was not considered in this study
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 Design of experiments

 Environments

o PC with Intel Pentium IV at 3.0 GHz 1GB RAM

o Programmed by C

4. Experiment Results

 Test data

o Number of jobs (𝑛): 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 150 and 200

o Number of each instances: 20

o Processing time (𝑝𝑖) ~ 𝐷𝑈(1, 100)

o Release time (𝑟𝑖) ~ 𝐷𝑈 0, 50.5𝑛𝑅

where R = {0.2, 0.4, 0.6, 0.8, 1.0, 1.25, 1.5, 1.75, 2.0 and 3.0}

 Performance measures

o Average percentage gaps

• 𝛿 =
𝑈𝐵−𝑂𝑃𝑇

𝑂𝑃𝑇
× 100 𝑈𝐵: total completion time obtained from heuristic

𝑂𝑃𝑇: Optimal total completion time obtained from B&B algorithm of T’kindt et al. [37]

o Average CPU time
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 Preliminary experiments

 Parameter setting

o RBS parameters

4. Experiment Results

• Beam width 𝑤 = Beam depth (𝑦) = 𝑛/4

• 𝛼 = 0.5

o GLS parameters (Rakrouki and Ladhari [33])

• Maximum number of generations = 𝑛 × 10

• Maximum of consecutive generations without improving the best solution of the population = 𝑛 × 5

• Population size (𝑀) = 200

• Crossover probability (𝑃𝑐) = 0.9

 Two-point crossover probability (𝑃𝑐1) = 0.3 

 Two-point crossover probability (𝑃𝑐2) = 0.3 

 Three-point crossover probability (𝑃𝑐3) = 0.4 

• Mutation probability (𝑃𝑀𝑢) = 0.7

 Exchange mutation probability (𝑃𝑀𝑢1) = 0.5 

 Insertion mutation probability (𝑃𝑀𝑢2) = 0.5
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 Performance of the constructive heuristics

 Comparisons among HC, HCP and GL heuristics 

o HCP heuristic dominates the HC heuristic both in terms of the optimality gap and the percentage of optimal solution

o GL heuristic outperforms the HC heuristic in that it finds more often optimal solutions

o HC and HCP heuristics outperform GL heuristic

4. Experiment Results

SRPT lower bound (LB)
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 Performance of the local search heuristics

 Comparisons among LA, HCLS1 and HCLS2 heuristics 

4. Experiment Results

o HCLS2 outperforms HCLS1 both in terms of the average optimality gap and the percentage of optimal solutions

o The average CPU time is drastically increases

o HCLS1 seems to be a better candidate for being a good heuristic to solve the large size instances
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 Performance of the GLS and GRBS heuristics

 Comparisons among meta-heuristics and GRBS algorithm

4. Experiment Results

o RBS outperforms the tabu search [23] in terms of the average deviation to the optimal solution

o GLS outperforms the RBS both in terms of  the average optimality gap and the percentage of optimal solutions

o The best is GRBS which outperforms GLS in terms of solution quality
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 Summary

 Dynamic single machine scheduling problem

 Solution approaches

5. Conclusions

o New priority rule based constructive heuristics: HC and HCP heuristics

o Two local search procedures: HCLS1 and HCLS2 heuristics

o Hybrid meta-heuristics: Genetic algorithm and local search procedures (GLS algorithm)

o Hybrid solution algorithm: Recovering beam search and GLS algorithms (GRBS algorithm) 

 GRBS algorithm consistently yield optimal or near-optimal solutions and outperformed the best-know ones

 Further researches

 More efficient GRBS algorithm in order to keep the same solution quality and to decrease the CPU time

 Advantages & Disadvantages

 GLS algorithm is not seen as an effective procedure for RBS algorithm

 Parameter values for the algorithms
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