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 Problem review 

• Distributed two-stage assembly flow-shop scheduling(DTSAFSP) 

– f  identical factories  

 First stage: Elements processed on parallel machines 

 Second stage: A single assembly machine 

– n jobs need to be processed 

 Factory assignment 

 Sequencing   

 • Np-hard problem 

– f  = 1 is two stage assembly flow-shop scheduling problem(TSADSP) 

 TSADSP with makespan is np-hard(Lee, Cheng, and Lin 1993) 
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 Literature review 

Problem Description Authors 

DSSP 

a decomposition-based method by hybridising variable neighbourhood search 
(VNS), tabu search (TS)  

Behnamian (2014) 

6 IP models to fomulated distributed permutation flowshop problem Naderi and Ruiz(2010) 

an adaptive genetic algorithm (GA) Chan, Chung, and Chan (2005)(2006) 

DTSAFSP 

developed a reduced VNS (RVNS) to perform local search withn makespan 
objective  

Xiong and Xing (2014) 

GA-VNS with makespan and total completion time objective  Xiong et al. (2014) 

 Performance comparison with Xiong and Xing (2014) and Xiong et al. (2014) 
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 Problem description 

• Problem  

– Distributed two-stage assembly flow-shop scheduling(DTSAFSP) 

• Objective 

– Minimum makespan 

• Decision variable 

– Factory assignment 

– Sequencing in each factory 

• Algorithms 

– A competitive memetic algorithm 

• Assumption 

– Permutation scheduling 

– Factories identical 

– Independent setup time 
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 Notations 

• 𝑛 the total number of jobs 

• 𝑚 the total number of machines at the first stage  

• 𝑓 the total number of factories 

• 𝑆1,𝑖𝑘 the set-up time of job i on machine k at the first stage 

• 𝑆2,𝑖 the set-up time of job i on assembly machine at the second stage 

• 𝑝𝑖,𝑘 the processing time of job i on machine k at the first stage 

• 𝑡𝑖 the assembly time of jobs job i on assembly machine 

• 𝐿 a very large positive number 

• 𝑋𝑖𝑗 a binary variable that equals to 1 if job j is processed immediately after job i and 0 

 otherwise 

• 𝐶𝑖,𝑘 the completion time of job i on machine k at the first stage 

• 𝐶𝐴𝑖 the completion time of job i on assembly machine 

• 𝐶𝑚𝑎𝑥 the makespan 
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MILP Model 

Dummy jobs appeared times 

Jobs precedence and succeeding  

relations 

Precedence relations for the  

first stage 

  

Precedence relations for the  

second stage 

* 3 4 * 1 5 * 6 7 2 

factory 1 factory 2 factory 3 

dummy job 
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 Competitive Memetic Algorithm(CMA)(1) 

Flow chart of the CMA 

• Encoding scheme 

– Individual 𝑋𝑖 is represented by a string,contains: 

 all jobs for sequencing  

 f-1 asterisks for factory assignment 

– Example: 

factory 1 factory 2 factory 3 

• Initialization and neighbourhood structure 

– All population size initial individuals are generated randomly 

– Neighbourhood structure 

 ring structure 

 each individual  has two adjacent neighbours  

– Figure: 
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 Competitive Memetic Algorithm(CMA)(2) 

• Competition  

– Elite competition with its two neighbours, better than neighbours than regarded as winner 

– Parallel search for global exploration 

– Insert and swap operators  

 Exter-factory insert 

 

 

 

 Exter-factory swap 

 

 

 

 Inter-factory swap 

 

 

 

 

 

– For every winner three operators are performed one by one 

 

 

 

 

3 4 * 1 7 5 * 6 2 3 4 * 1 5 * 6 7 2 

3 4 * 1 7 5 * 6 2 3 4 * 1 6 5 * 7 2 

3 4 * 1 7 5 * 6 2 3 4 * 5 7 1 * 6 2 

Longer makespan Shorter makespan 
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 Competitive Memetic Algorithm(CMA)(3) 

• Local intensification 

– Main idea: modifying the schedule in the factory with largest completion time 

– Three local intensification operators 

 LS1 

Randomly select a job from 𝐹𝑐 and another factory 𝐹𝑘(𝑘 ≠ 𝑐) Remove the job from 𝐹𝑐 and insert it 

into all possible positions in 𝐹𝑘, and choose the best (𝐹𝑐 the factory with largest completion time)  

 LS2 

Randomly select a job from 𝐹𝑐 and another job from another factory 𝐹𝑘 𝑘 ≠ 𝑐 , exchange two jobs 

 LS3 

Randomly select two jobs from 𝐹𝑐, swap two jobs 

 

– Using three operators ono by one with local search times for the best individual of the 

population 
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 Competitive Memetic Algorithm(CMA)(4) 

• Sharing  

– Main idea: better individuals can guide  worse ones to the promising regions 

                        (similar to GA algorithm’s crossover operator) 

– For every loser 𝑋𝑖, denote better neighbour as 𝑋𝑗, order crossover is used to update 𝑋𝑖  

Step 1: Randomly generate two cross points. 

 

Step 2: 𝑂1 and 𝑂2 inherit the sub-sequences 

between the two cross points from 𝑋𝑗 and 𝑋𝑖. 

 

Step 3: From the position after the second cross 

point of 𝑋𝑖, delete the elements that appear in the 

sub-sequence of 𝑋𝑗  ; and then fill the remaining 

elements into 𝑂1 from the second cross point one 

by one. Similarly, produce 𝑂2 by exchanging the 

roles of 𝑋𝑖 and 𝑋𝑗 
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 Data generation and parameter setting  

• Range of data 

• Parameter setting 

– Population size(PS) and local search(LS) times 

– 4 factor levels(one-way ANOVA analysis) 

 

 

 

 

 

– One-way ANOVA analysis results 

 PS = 70, LS = 50 (small-scale) 

 PS = 30, LS = 50 (large-scale) 

 

 

• Stopping criterion: CPLEX 3600s ; CMA 0.1 × 𝑛s. 
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 Computational results of the CMA and CPLEX 

• Results of CPLEX and the CMA for small-scale instances 

 CPLEX and the CMA 

obtain the same results 

on 25 instances 

including 19optimal 

solutions. 

 The CMA outperforms 

CPLEX on instances #6 

and #8. 

 The CMA is more effective than CPLEX in solving the small-scale problem 
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 Comparison of the CMA and existing algorithms(1) 

• Results of the algorithms for large-scale instances(f = 2) 

 Hypothesis test with 

95% confidence 

interval : 

• P-value smaller than 

0.05, the difference 

between two algorithms 

is significant, and 

marked “Y”. 
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 Comparison of the CMA and existing algorithms(2) 

• Results of the algorithms for large-scale instances(f = 6) 

 The CMA significantly outperforms the VNS on 85 of 100 instances , the CMA 
significantly outperforms the GA-RVNS on 87 of 100 instances 

 As the number of factories f increases, the superiority of the CMA over the 
VNS and GA-RVNS becomes more obvious 

 f = 3,4,5 omitted 
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 Comparison of the CMA and existing algorithms(3) 

 CMA is faster in solving the instances 
 

 Computational results: The CMA is a more powerful algorithm for solving the 
large-scale DTSAFSP. 

 f = 3,4,5 omitted 
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• Distributed two-stage assembly flow-shop scheduling 

• Makespan objective with setup time 

• Influence of parameter setting  

• Comparisons between CMA and CPLEX; CMA and the existing VNS and GA-RVNS 

• Suggested 

• MILP model  

• CMA algorithms 

• Adv & Disadv 

• Further research 

• The design of new mechanisms for performing competition and sharing 

• The applications to other kinds of scheduling problems, including the multi-objective optimisation 

problems 

• Apply the algorithm to some real-world distributed scheduling problems(multi-factories car engine 

manufacturing) 
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