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Difficulty of scheduling

Most of the earlier(previous) developed scheduling methods have difficulty for solving actual
industrial problems

< The industrial scheduling problems are dynamic in nature

¢ New orders are received continuously

% The created schedule may be changed

¢ To reflect the changes of production orders and mfg. conditions

< Production order change
¢ Removal of an order

¢ |nsertion of an order

< Mfg. condition change
¢ Breakdown of machines

¢ Sickness of workers
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New methods and systems

Two different types of production scheduling

O/

% Predictive scheduling

¢ Creates the optimal schedule based on given requirements and constraints prior to
production process

< Reactive scheduling(called rescheduling)

¢ A process to modify the created schedule during the mfg. process to adapt changes in
production environment

The intelligent system approach(proved effictive)

% For predictive scheduling

¢ Aims at identifying the optimal schedule through iterative search process

% For reactive scheduling

¢ To revise only part of the originally created schedule(responding environmental change)
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Problems

Many problems have to be solved for Predictive scheduling and Reactive scheduling

O/

< mfg. requirements are modeled directly based upon customer requirements
But Product design descriptions and constraints are not considered

% production scheduling mechanisms were primarily developed based on centralized
computing architecture

¢ difficulty in handling complex manufacturing systems that require knowledge and data
to be distributed at different locations
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Previous research

< Product descriptions and design constraints are represented using a feature-based
modeling approach(next chapter)

< Manufacturing resources are modeled as distributed agents that are coordinated by
two mediators

< The optimal production schedule and its timing parameter values are identified using
constraint-based search and agent-based collaboration approaches
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Review of a previously developed
predictive scheduling mechanism

% Previous developed system consists 3 sub-systems

¢ product modeling sub-system, resource management sub-system, scheduling sub-system
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Product modeling sub-system

Task: er.F . T
Instance Feature: ¢ % product is modeled by primitives called
Class-type: WindowCenter Instance Feature:
Element-features: ?Left: cl, ?Right: cr cr fe atures
Attributes: Ancestors:
x[c]=0, y[¢]=0, gridX[c]=6, gridY[c]=5, er.C . . .
Widh{e]=6, beigh{e]~S Descendants: ¢ class level : standard product libraries
asks: cr.Al, er.A2, cr.A3 . .
® (A2) Type: ¢ instance level : special product data
@ — framing
G) Facility: N .
/ \ FramingUnit < feature is composed of
Person: . . .
Instance Feature: cl Instance Feature: cr ! ¢ element features, attrlbutes, qualltatlve
Class-type: WindowCenterHalf Class-type: WindowCenterHalf Duration: lati £ d . .
Attributes: Attributes: 10 (min) relations among eatures, an quantitative
x[cl]=-3, y[cl]=0, gridX[cl]=3, x[er]=0, y[er]=0, gridX[cl]=3, . .
gridY[cl]=5, width[cl]=3, height[c]]=5 gridY[cl]=5, width[cl]=3, height[c]]=5 relations among attributes
Tasks: Tasks:
S  pine < A task in an instance feature is carried out
@ (2 - O~EC=® e A: Asseml%ly . .
(y»(G) &) (3> ) G- Glazing in production

¢ only when all the tasks in this feature's

Fig. 1. Feature-based product and manufacturing requirement representation.

element features have been completed

< Each task is defined by

L)

¢ its type, requirements of resources
including facilities and persons, and time
period to carry out this process

HYU PLI Lab 8



Resource management & Scheduling sub-system

< resources are modeled as agents(comes from the distributed modeling approach)

¢ facility resource agent defined by : its type, manufacturing functions, and time constraints(available
periods and unavailable periods)

¢ person resource agent defined by : the facilities that the person is responsible for, and time
constraints(available periods, regular schedule, and unavailable periods)

Constraint-based Search

Agent-based Collaboration

~

Facility Agents

Personnel
Mediator

Person Agents

/

Scheduling Results

Order Agents:

Order O1: Task B =» Task G =» Task A =¥ ...
Order O2: Task A =» Task C =» Task G =» ...

Resource Agents:

Facility F1: Task O1.B =% Task O2.A =¥ ...
Facility F2: Task O1.G =» Task O3.B =» ...

Fig. 2. Predictive scheduling using constraint-based search and agent-based collaboration.
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< scheduling sub-system aims at identifying the optimal
schedule for the orders

¢ When an order is received, an order agent is then
created

¢ order agents negotiate with the resource agents
using the corresponding design constraints and
manufacturing requirements, which are preserved in
the instance features

¢ Constraint-based search and agent-based
collaboration approaches are employed



Scheduling sub—-system(Constraint—-based search)

< The optimal sequence of tasks > using best-first search(Z| &M EFHA: treeO| A 40| M EHAMZ X[ X}

¢ Each node in the search tree represents a partial schedule developed so far
¢ start node describes an empty schedule
¢ goal node describes the schedule in which all the tasks of the customer order have been allocated with

required resources and timing parameter values.

Constraint-based Search Agent-based Collaboration < In predictive scheduling
~

Facility Agents

¢ each time the best node is selected for generating its
sub-nodes

¢ an unscheduled task is then selected through

collaboration among relevant agents.

¢ Evaluation to this node is conducted using a heuristic
function

Person Agents

_ ~ ¢ scheduling results are described by sequences of
Scheduling Results \ tasks that are preserved in order agents and resource
Order Agents: Resource Agents: agents
Order O1: Task B =» Task G =» Task A =» ... Facility F1: Task O1.B =» Task O2.A = ..

Order O2: Task A =» Task C =» Task G =» ... Facility F2: Task O1.G =» Task O3.B =» ...

Fig. 2. Predictive scheduling using constraint-based search and agent-based collaboration.

HYU PLI Lab 10



Scheduling sub—-system(Constraint—-based search)

< Temporal constraints satisfied by the created schedule(in predictive scheduling)

¢ A task in an instance feature can be carried out in production only when all the tasks in this feature's
element features have been completed

¢ A task can be carried out only when all its ancestor tasks have been completed

R/

Constraint-based Search Agent-based Collaboration #» Two heuristic functions have been developed in this research

Facility Agents N\ | @ earliest-delivery-time-based scheduling strategy : to

provide the product to the customer as early as possible
by selecting the node with the minimum value of the

7 F
' - Fax : the latest task finish time considering all the

as the best node(Backward)

max

Personnel
Mediator

scheduled tasks of an order

Person Agens ) | ¢ due-time-based scheduling strategy : to start the
\ product manufacturing as late as possible to reduce the
Scheduling Result . .
S e space for storing the produced product by selecting the
Order Agents: Resource Agents:
Order O1: Task B = Task G = Task A=» .. | [Facility F1: Task O1.B =¥ Task O2.A = .. node with the maximum value of the S, as the best

Order O2: Task A =» Task C =» Task G =» ... Facility F2: Task O1.G =» Task O3.B =» ...
S R node(Forward)

- S.in - the earliest task start time considering all the

Fig. 2. Predictive scheduling using constraint-based search and agent-based collaboration.

scheduled tasks of an order
HYU PLI Lab 1



Scheduling sub-system(Agent-based collaboration]

7

% agent-based collaboration using the contract net protocol(CNP : a task-sharing protocol in multi-agent systems)

@ CNP 5stage : Recognition = Announcement - Bidding = Awarding - Expediting

¢ Two timing parameters of tasks(start time and finish time)are considered in scheduling

Constraint-based Search Agent-based Collaboration % Collaboration(5stages of CNP)

2\ | @ facility mediator receives a to-be-scheduled task from the
order agent

¢ facility mediator sends messages to all the relevant

facility agents it knows

Personne] ¢ Each facility agent then starts negotiation with the
Mediator : .
relevant person agents through the personnel mediator
Person Agents Y, and sends a bid (with the proposed start time, finish time,
' and person) to the facility mediator
Scheduling Results
Order Agents: Resource Agents: ¢ facility mediator selects the facility that provides the best
Order O1: Task B =» Task G =» Task A =» ... Facility F1: Task O1.B =» Task O2.A = .. bd
Order O2: Task A =» Task C =» Task G = ... Facility F2: Task O1.G =» Task O3.B =» ... I

* order agent have a role of Expediting stage

Fig. 2. Predictive scheduling using constraint-based search and agent-based collaboration.
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Architecture of an intelligent
production scheduling system
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Architecture of an intelligent production scheduling system

/

% Predictive and Reactive scheduling in the whole intelligent production scheduling system

¢ Predictive scheduling is conducted to allocate resources and their timing parameter values for producing
the products ordered by customers prior to the production process

¢ Reactive scheduling is conducted to modify the created schedule for responding to the changes of
customer orders and manufacturing conditions during the production process

% The intelligent predictive/reactive

Product Modeling Sub-system p roduction schedulin g system

Resource Management Sub-system

5 P e—. Class was implemented using Smalltalk
£ Browser [ ™| Features ‘ ¢ XNEA O3 (PARC)OIA A
£
55 | Instance Person 71|0|(Alan Kay)Qf %E%m
= nstance Feature A Resource |y
& Browser [ | eatures Bowser N[5 e &4 MK/ fo]

I
S
.................. =
Scheduling Sub-system T N NN e =
3
- / Scheduling _ Facility %
g : Engine Facility Resource ~
& |l S‘:h‘e‘dumfg e | Predictive Mediator Browser
3 Browser Scheduling
(21
i Reactive
\ Scheduling
\\
Y Fig. 3. Architecture of the intelligent production scheduling system.
-=="
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A dynamic reactive scheduling mechanism

> Reactive scheduling for customer order changes
> Reactive scheduling for manufacturing resource changes
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The objective of this research

< The objective of this research

¢ to develop a reactive scheduling method to minimize the schedule changes for improving the efficiency of
reactive scheduling, while maintaining the quality of reactive scheduling

¢ Since the revised schedule can maximally match up with the original schedule, this reactive scheduling
approach is also called a match-up reactive scheduling approach
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Customer order changes

< Changes of customer orders are of two cases

@ cancellation of scheduled orders

¢ insertion of urgent orders

< To improve the quality of the overall schedule

¢ the tasks scheduled using the due-time-based scheduling strategy could be moved forward towards their
due-time measures

¢ the tasks scheduled using the earliest-delivery-time-based scheduling strategy could be moved backward
towards their ordering time measures

¢ When a feasible schedule cannot be identified for an order due to its urgent due-time requirement, some
of the previously scheduled tasks can be temporarily released

“» Rules

¢ Orders scheduled due-time-based scheduling strategy are rescheduled prior to orders scheduled earliest-
delivery-time-based scheduling strategy

¢ In the revised schedule, the sequence of tasks for each to-be-rescheduled order remains the same as the
sequence in the original schedule

¢ In the revised schedule, each rescheduled task is still allocated with the facility resource and person
resource that were originally allocated
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Customer order changes

Three step algorithm

< Step 1: Initialize for rescheduling
¢ Consider all the orders that have not been manufactured so far as the to-be-rescheduled orders and
remove their original schedules from the resource agents
¢ the canceled order should not considered in further rescheduling

¢ inserted order is scheduled first using the due-time-based predictive scheduling

% Step 2: Reschedule orders that were previously scheduled using the due-time-based scheduling strategy
2.1

¢ In case of canceling an order, the tasks that precede the tasks of the canceled order in the original schedules
should be considered as the to-be-rescheduled tasks

¢ In case of inserting an order, the tasks whose original schedules are in conflict with the schedule of the
inserted order should be considered as the to-be-rescheduled tasks

¢ Sort the list of the to-be-rescheduled tasks according to the finish time values(the largest finish time value

is placed at the beginning)

HYU PLI Lab 18



Customer order changes

¢ Select the first element from the to-be-rescheduled task list as the current to-be-rescheduled task

¢ Recover schedules of the tasks that are in the to-be-rescheduled orders and will start after the finish time
of the current to-be-rescheduled task

¢ Reassign timing parameter values to the current to-be-rescheduled task using agent-based collaboration
mechanism(CNP)

¢ current to-be-rescheduled task should be removed from the list of the to-be-rescheduled tasks
@ 2.3
¢ Check if the reassigned timing parameter values are the same as those in the copy of the original
schedules

¢ If they are not the same, the following tasks belonging to the to-be-rescheduled orders should be added to
the list of the to-be-rescheduled tasks
(1) &AH|7|& M(precede) task
(2) task sequence 7| & & task
(3) At 2AHE L dEE[= task

e 24
¢ the list of the to-be-rescheduled tasks’ HOFIUA2™ Step 212 &
% 2.5

¢ Recover all the tasks of the to-be-rescheduled orders(have not been rescheduled so far in the reactive

scheduling)
HYU PLI Lab 19



Customer order changes

% Step 3: Reschedule orders that were previously scheduled using the earliest-delivery-time-based scheduling
strategy

3.1

¢ The tasks whose original schedules are in conflict with the revised schedules are considered as the to-be-
rescheduled tasks

¢ In case of canceling an order, the tasks that follow the tasks of the canceled order in the original schedules
should also be considered as the to-be-rescheduled tasks

¢ Sort the list of the to-be-rescheduled tasks according to the start time values(the smallest start time value
is placed at the beginning)

¢ Select the first element from the to-be-rescheduled task list as the current to-be-rescheduled task

¢ Recover schedules of the tasks that are in the to-be-rescheduled orders and will be completed before the
start time of the current to-be-rescheduled task

¢ Reassign timing parameter values to the current to-be-rescheduled task using agent-based collaboration
mechanism(CNP)

¢ current to-be-rescheduled task should be removed from the list of the to-be-rescheduled tasks
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Customer order changes

% 3.3

¢ Check if the reassigned timing parameter values are the same as those in the copy of the original
schedules

¢ If they are not the same, the following tasks belonging to the to-be-rescheduled orders should be added to
the list of the to-be-rescheduled tasks

(1) BH|7|& =H(follow) task
(2) task sequence 7|& 2H task
3) &l 2= 0 &FEl= task
% 34
¢ the list of the to-be-rescheduled tasks”} EHOIUA2 ™ Step 322 &
% 3.5

¢ Recover all the tasks of the to-be-rescheduled orders(have not been rescheduled so far in the reactive
scheduling)
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gcustomer

Order A : Al — A2 — A3
OrderB : Bl — B2 — B3 — B4 C, D : due-time-based
OrderC : Cl — C2 — (C3
OrderD : D1 — D2 — D3

Faciy

E : inserted urgent order

R/
0.0

A1 | B2 o1 | o3
F3 |- i e S e e
I B1 a2 | cz2 | b2 B4 | ! - <
F1 1 A3 B3 D3
i kN oo
(a) Original Schedules for the Orders A, B, C, and D Ly
Facility
S| WU W — = WO SR S — 1.
F2 Y/ A —
F1 e i I 3/ o3
(b) Stepl: Remove Orders A, B, C, D and Schedule Order E Time |
Facility _ *
7
F3 | — Eyj C3 D1 S U TU - X
o*
F2 | _— cz /Ez/ D2 o i o
F1 i . [T I I N 74 Y7 D3 |
. (c) Step 2: Reschedule Orders C and D Time
Facility 0:0
!
o . Al | B2 o] i _E ____________ L
i
F2 L. B1 A2 c? E . D2 B4 ____g_____
F1 . C1 | A3 B3 34 | D3 ___________:____
Time

{d) Step 3: Reschedule Orders A and B

|:| Qriginal Schedule of Task

[ ] changed Schedule of Task

Fig. 4. Reactive scheduling for customer order change,

order changes(Exampie)

A, B : earliest-delivery-time-based

2.1) orders C, D are rescheduled : previously using the due-time-based
scheduling strategy = task D1, D2 are conflict with the tasks E1 and E2 - by
finish time, D2 is first task

2.2) D3 recover > D2 is assigned with new timing parameter values

ol

—

2.3) D29| AH|M&ltask Q! C22t seqi
Z(D12 o|O| =gk

D12 (to-be-rescheduled) listO|

¢ D1 is assigned with new timing parameter values

¢ (2, C3 recovered

2.4) list empty
2.5) recover all tasks

3.1) orders A, B are rescheduled : previously using the earliest-delivery-time-
based scheduling strategy = task B4 is conflict with the revised schedule of
D2 - B4 is first task

3.2) A1, A2, A3, B1, B2, and B3, whose finish time values precede the start
time of B4 in the original schedule, are recovered - B4 is assigned with new
timing parameter values

40rder 13Task B0 3TaskZ+ HFE
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Customer order changes

Reassigning timing parameter

Person Agent P1

Local Best Schedule: Start Time =12

Personnel Identifying

Mediator

The current to-be-rescheduled task A

Scheduling Result:
Facility: F1
Person: P1
Start time: T2

Facility
Mediator

Negotiating Facility Agent F1

Reassigning

TC;TI
- Unavailable time period __ I.ocal best schedule

Fig. 5. An example of rescheduling timing parameter values through agent-based collaboration.

HYU PLI Lab

Task A was originally scheduled using the
earliest-delivery-time-based scheduling strategy

facility mediator reassigns this task to the
facility agent F1

Upon receiving this message, the facility agent
F1 identifies the related person agent P1
through the personnel mediator

the facility agent F1 negotiates with the person
agent P1 to determine the proper time slot for
the task A

The time slot should provide the minimum
value of the task start time(S,;,) in the earliest-
delivery-time-based scheduling, while satisfying
all the manufacturing requirement and
resource constraints

23



Mfg. resource change

< Match-up rescheduling approach

¢ is also employed to minimize the changes to the originally created schedules, while satisfying the product
and manufacturing constraints

)/

“» Rules

¢ first tries to move the tasks that are affected directly by the resource condition changes to other
resources without changing the timing parameter values

¢ If the alternative resources can not be identified for the affected tasks, match-up-based rescheduling is
then conducted(due-time-based = schedulingE orderE earliest-delivery-time-based 2 scheduling =
order2Ct MX rescheduling)

¢ due-time-based £ scheduling®! 2& order”?| due-timeM|2¥2 2HZstX| 2}H, due-timeX 0| U= 2
Task2| rescheduling=:0f| 2[2A HZO| X3 kS H2 Order?| due-timeE +’d5}0{ reschedule

¢ Revised schedule®| M AZHE Ci&F SF2| Taske=Al+= original schedulelt & ¥ (to satisfy the task precedence
constraints while improving the rescheduling efficiency)

o I 2 Taske| HiQt2|aAE HA| ZotH R 220 2

rin
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Mfg. resource change

Five step algorithm

< Step 1: Identify the alternative resources
¢ Resource changeQ| F&f2 B2 2 E TaskO CHSIO] timing parameter®| A Q10| CHOIZ|AA R

A=X| glotn, B5 JhsotH =ttt
< Step 2: Initialize for rescheduling
¢ Consider all the orders that have not been manufactured so far as the to-be-rescheduled orders and
remove their original schedules from the resource agents
¢ The affected time periods of the resources should be marked as unavailable time periods

/
0‘0

Step 3: Reschedule orders that were previously scheduled using the due-time-based scheduling strategy

3.1
¢ The tasks, whose original schedules are affected directly by resource condition changes, should be

considered as the to-be-rescheduled tasks
¢ Sort the list of the to-be-rescheduled tasks according to the finish time values(the largest finish time value

is placed at the beginning)
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Mfg. resource change

¢ Select the first element from the to-be-rescheduled task list as the current to-be-rescheduled task

¢ Recover schedules of the tasks that are in the to-be-rescheduled orders and will start after the finish time
of the current to-be-rescheduled task

¢ Reassign timing parameter values to the current to-be-rescheduled task using agent-based collaboration
mechanism(CNP)

¢ current to-be-rescheduled task should be removed from the list of the to-be-rescheduled tasks
% 33
¢ Check if the reassigned timing parameter values are the same as those in the copy of the original
schedules

¢ If they are not the same, the following tasks belonging to the to-be-rescheduled orders should be added to
the list of the to-be-rescheduled tasks
(1) &AH|7|& M(precede) task
(2) task sequence 7| & & task
(3) At 2AHE L dEE[= task

% 34
¢ the list of the to-be-rescheduled tasks’ HOFUA2 ™ Step 3.2 &
% 3.5

¢ Recover all the tasks of the to-be-rescheduled orders(have not been rescheduled so far in the reactive

scheduling)
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Mfg. resource change

% Step 4:

¢ If some orders cannot be rescheduled in Step 3 because of the due-time constraints, all the schedules
created in Step 3 should be removed

¢ the directly affected orders that were previously scheduled using the due-time-based scheduling strategy
should not be considered temporarily > directly affected ordersE X 2|¢t A== Step3 = E LA
rescheduling®t §l directly affected orders= due-time= Z=’d5t0{ reschedule

% Step 5: Reschedule orders that were previously scheduled using the earliest-delivery-time-based scheduling
strategy
5.1
¢ The tasks whose original schedules are affected directly by resource condition changes and whose original
schedules are in conflict with the revised schedules are considered as the to-be-rescheduled tasks

¢ Sort the list of the to-be-rescheduled tasks according to the start time values(the smallest start time value
is placed at the beginning)
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Mfg. resource change

¢ Select the first element from the to-be-rescheduled task list as the current to-be-rescheduled task

¢ Recover schedules of the tasks that are in the to-be-rescheduled orders and will be completed before the
start time of the current to-be-rescheduled task

¢ Reassign timing parameter values to the current to-be-rescheduled task using agent-based collaboration
mechanism(CNP)
¢ current to-be-rescheduled task should be removed from the list of the to-be-rescheduled tasks
< 5.3
¢ Check if the reassigned timing parameter values are the same as those in the copy of the original
schedules

¢ If they are not the same, the following tasks belonging to the to-be-rescheduled orders should be added to
the list of the to-be-rescheduled tasks
(1) AH|7|F 2= (follow) task
(2) task sequence 7|& 2H task
(3) Mt 2AHEZ0 M B &= task

“ 54
¢ the list of the to-be-rescheduled tasks?7 EOIUA2 ™ Step 5.2 &
% 55

¢ Recover all the tasks of the to-be-rescheduled orders(have not been rescheduled so far in the reactive

scheduling)
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Mfg. resource changel(Example)

A, B : earliest-delivery-time-based

Facility : C, D : due-time-based <>
- 1A [B2 [ b1 [ca F2:Emergency maintenance
i i } i X
i i !
= N Bl [ A2 | C2 | D2 B4 | - _— -
i i !
= . Ci | AS [ B3 | pg | 1 . 1{____ o«
; i i
(a) Original Schedules for the Orders A, B, C, and D Time
Facility Eme.'rgency Maintenance &
FS T T 3 0:0
F2 -— i e s e SE R R
F1 feeeee L (- S

Facility

F3
F2

F1

F3
F2

F1

Facility

Current Time

73]

oz

(b) Step 2: Remove Orders A, B, C. and D

Emergency Maintenance

i i o
____________ (S | o U (SO0 SN SN N | S
Cc2 D2 . X
e = e fes
N - P U S S | S T S (S
; 1 tpz ’ S e
Current Time o1 Time
(c) Step 3: Reschedule Orders C and D
Emergency Maintenance
Al D1 B2 | c3 K
B1 [ c2 | D2 A2 B4
_____ C1 B B3 | | b3 A3 ol &
Current Time to1 ) Time

(d) Step 4: Reschedule Orders A and B

I:] Original Schedule of Task

D Changed Schedule of Task

Fig. 6. Reactive scheduling for manufacturing resource change.

Al — A2 — A3
Bl — B2 — B3 — B4
Cl—=C2—0C3
D1 - D2 —=D3

OrderB :
Order C :
OrderD

1) no alternative facilities for affected tasks D2 and B4
2) The time slot is recorded as the unavailable period for facility F2

3.1) orders C, D are rescheduled : previously using the due-time-based
scheduling strategy = task D2 is affected directly by resource condition
change > D2 is first task

3.2) D3 recover > D2 is assigned with new timing parameter values

3.3) D22| dH|MAHtask?! C22t seqd MRl D12 (to-be-rescheduled) listOf] Z2t
¢ D2 is assigned with new timing parameter values
¢ (3 recovered, C2 is assigned with new timing parameter values

3.4) list empty
3.5) recover all tasks of orders C and D

4) since all the orders can be rescheduled in Step 3, rescheduling process
goes to Step 5

5.1) orders A, B are rescheduled : previously using the earliest-delivery-time-
based scheduling strategy > task B4 is affected by the resource condition
change and tasks A2 and B2 are in conflict with the revised schedules

5.2) recover A1, B1 = A2 is assigned with new timing parameter values > B2,
A3, B4 is assigned with new timing parameter values - B3, D3 recover

40rder 13Task B0 8Task2+ HFH
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Case study examples
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Case study examples

Table
Manufacturing requirements for thres instance featuras Instance Feature: ¢
Class-type: WindowCenter
Instance features  Tasks Ancestors  Descendants Types Facilities D Elemen)ffeatures: Left: ¢l, 7Right; et
_ Attributes:
° S e b el e, s s
* ” width[c]=6, height[c]=5
S BS ¢.A3 Assembly A Assembly umit 10 Tasks:
B (L ¢r.F Cutting Cufting machine 10 @ @
cr.F cr.C cr.Al ¢r.A2, ¢r.A3 Framing Framing unit 10 (A3 “('x.;)“
el BEF Assembly A Assembly umit 10 ,
cr.A2 <¢r.F Assembly A Assembly unit 10
er.lE  er.F ocr.G Assembly & Assembly unit 10
cr.G  cr.A3 Glazing Assembly unit 15 |nstance Feature: cl Instance Feature: cr
cl cl.cC cl.F Cutting Cutting machine 10 g:t:l:lsb;tl}trg: WindowCenterHalf i{f:ls;ltlirsse WindowCenterHalf
g { : il g % . g cl.Alcl.h2,¢cl.A3 iism“ﬁ R ism“mfl ma"’,}i’““ 18 x[el]=3, ylel]=0, gridX[cl]=3. x[er]=0, yler]=0, gridX[cl]=3,
ol 2 22 ol 2 P A,ssﬂmbly 2 A:mely LT, 5 gridY[cl]=5, width[c]]=3, height[c]]=5 gridY[el]=5, width[cl]=3, height[c]]=5
¢ . CILy semoly unit Tasks: Tasks:
c6l.A3 ¢1.F cl.G Assembly A Assembly unit 10 @
Sicl. 3 ¢l 23 Glazing Assembly unit 15
O-Eo® || O-r® s
Table 2 Ay»(G) *V¥ (Ay»(G) ()
Definifions of facility resource agents
Facility agents Tvpes Functions Time constraints
FCO1 Cutting maching Cutting Available periods: [1 October 1998, 0:00 to
31 December 1998, 23:59]; unavailable periods:
[16 October 1998, 8:00 to 16 October 1998, 8:30]
FCD2 Cutting machine Cutting Available periods: [1 October 1998, (0100 to
31 December 1995, 23:30]
FFO1 Framing machine Framing The same as those in FCO 2
FAOL Assembly unit Assembly A The same as thoss in FCO2
FARO2 Assembly unit Assembly A The same as those in FCO2
FAOZ Assembly unit Assembly A The same as thoss in FCO2
FADL Assembly umit Assembly A The same as those in FCO 2
FADS Assembly umit Assembly F The same as those in FCO2
FRADG Assembly unit Glazing The same as those in FCO2
FAOY Assembly unit Glazing The same as those in FCO2
FPO1 Packing unit Packing The same as those in FCO2 31




Case study examples-1
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Case study examples-1

Table 3

RN 7|.I-|
. . - . (S o
Evaluation of a case study example for canceling an old order”

¢ Order1~4 : due-time-based scheduling,

Order 1 2 3 4 5 Orders - liest-del " based scheduli
SChEdUliﬂg strategy D D D D E raero © earliest-aelivery-ume-pased scneauling
Due-time 11:30  11:30  11:30  11:30 ¢ Order1 canceled
Original schedule o R R s AT}

Release time 0:40 {GI3 GG IEEST 800

Completion time 11:30  11:30  11:30  11:30 [11:40 ¢ Order12 cancel
Revised schedule ¢ Order2~4+ due-time-based scheduling

Release time £0:40 ¢ i9:10 ::8:40 : 8:00 SRS B Z Due-time measureE ALESHY

Completion time 11:30 11:30 11:30 [11:05

Cancel toward(forward)Z shift > Release time =0 %
;Dtalb“um;’er of tSSkSk :; :g :g ;5 ¢ Order5& earliest-delivery-time-based scheduling
umber of revised tasks - . o
SO O 2 release-timea AFESH0] backward 2
* D: due-time-based scheduling; E: carliest-delivery-time-based shift > Completion time &7 %
scheduling. .
¢ 48/60(revised/total)
HYU PLI Lab
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Case study examples-2

Table 4
Evaluation of a case study example for inserting an urgent order”

% 7|-g

¢ Order1~3 : due-time-based scheduling,

Order 1 2 3 4 5 q . lest-deli _ based scheduli
Scheduling strategy D D D E D Order4 : earliest-delivery-time-based scheduling
Due-time 11:00  11:00 11:30 11:10 ¢ Order5 inserted(urgent due time)
Oniginal schedule S e R _ o A
Release time 12:10 :18:45 1 8:50 1 8:00
Completion time 11:00 11:00 11:30 [10:00 ¢ Order1~32 due-time-based scheduling
Revised schedule SR OB 2 Due-time measureE AHES}H0]
Release time G000 800 920 toward(forward)2 shift 30F tLt constraint2]
Completion time 11:00 10:50 11:30 |11:40| 11:10 5|22 LYo M BICHZ shift > Release time
Total number of tasks 15 15 15 15 FAZE
Number of revised tasks 14 1> Y Y ¢ Orderd4 earliest-delivery-time-based scheduling
* D: due-time-based scheduling; E: earliest-delivery-time-based SO O 2 release-times AFE35IH backward 2
scheduling. shift SOF StLt constraint2| {8 82| LH Ol A

HICH 2 shift > Completion time =0 &
o Z7t0| H|= A[ZHO|| Order57t insert
¢ 47/60(revised/total)
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Case study examples-3

Table 5 s THE
Evaluation of a case study example for responding to a facility °
breakdown event® ¢ Order1~2 : due-time-based scheduling,
Order : 5 3 4 Order3~4 : earliest-delivery-time-based scheduling
Scheduling strategy D D E E ¢ Facility FFO10] 9:00~9:20 & ¢t not available
Due-time 11:00 11:00
<

Original schedule

Release time 0:10 {845 800 8:30 ¢ Order22| Release time T &

Completion time 11:00 11:00 10:00 11:15 ¢ Orderd9| Completion time CX RS
Revised schedule — ¢ 17/60(revised/total)

Release time 9:10 : 8:20 8:00 8:30

Completion time 11:00 11:00 10:00 11:40
Total number of tasks 15 15 15 15
Number of revised tasks 0 3 0 14

* D: due-time-based scheduling: E: earliest-delivery-time-based
scheduling.
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Case study examples-4

Table 6 o TP
Evaluation of a case study example for responding to a person’s <
sudden sickness event® ¢ Order1~2 : due-time-based scheduling,
Order | ) 3 4 Order3~4 : earliest-delivery-time-based scheduling
Scheduling strategy D D E E ¢ Person PMO03, who is responsible for Facility FFO1
Due-time 11:00 11:00 8:30~9:00 &2t not available
Original schedule R _ — o AT
Release time 9:10  i8:45: 800  :8:30:
Completion time 11:00 [T1:00] [T0:00] [T1:13| ¢ Order2, 42| Release time T7{ &
Revised schedule ¢ OrderZ, 3, 49—| Completion time %O'IXEI
Release time 9:10 :8:40 8 8:00 : 8:15 ¢ 36/60(revised/total)
Completion time 11:00 | 11:30]  [11:20] [ 12:00]
Total number of tasks 15 15 15 15
Number of revised tasks 0 15 8 13

* D: due-time-based scheduling: E: earliest-delivery-time-based
scheduling.
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Conclusions
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< presented development of a dynamic reactive scheduling mechanism for an
intelligent production scheduling system.

¢ works together with a previously developed predictive scheduling mechanism

¢ aims at modifying the originally created schedule during the production process when

the original schedule cannot be completed due to the changes of production orders
and manufacturing resources

¢ Used The match-up(modify only part of the previously created schedule) and agent-
based collaboration approaches

¢ integrates production scheduling function and product design function into the same
environment
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